Ph.D. Qualifying Exam: Advanced Statistics
August 2017
Department of Mathematical Sciences, KAIST

Student ID: Name:

Note: Be sure to use English for your answers.

1.

(10 pts) Let X7, X9, X3 be binary variables taking on 0 or 1. Let X; and Xo be independent
each other and P(X; = 1) = p; for i = 1,2. Also let P(X3 = 1| X; = X2) = 1 and
P(X3=1]|X; # X5) = 0.

(a) Check independence among the three X variables when p; = 0.5, i = 1, 2.
(b) Check independence among the three X variables when p; # 0.5, 7 =1, 2.

Let {(z1i,22,vi), 1 =1,2,...,n} be a data set from a linear regression model
Y = o+ Bix1 + Paxa + €.
Suppose €1, . . ., €, are iid from Normal(0, 02).

(a) (8 pts) Find the MLE’s of g, £1, 32, and o2.
(b) (8 pts) Check if the above four MLE’s are unbiased.

(c) (6 pts) Suppose we fit the model given by Y = ap + ayx1 + € to the data {(x1;,y;) i =
1,2,...,n}. Find the MLE’s of ag, a1, and o2.

(d) (6 pts) Check if the MLE’s of ap and a are unbiased for 8y and 1, respectively.

Suppose that signal data are received at a sensor from a target in polar coordinates as (d;, 6;), i =
1,2,...,n where d; and 6; are the measurements of sensor-target distance and angle, respectively.
The angle is measured counter-clock-wise with the X-axis as the reference line. The sensor is
at the origin (0.0). Denote by D and © respectively the random variables of the sensor-target
distance and angle. Let the joint distribution of (D, ©) be bivariate Normal(u, ¥) with
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(a) (8 pts) Find the MLE’s of y and X.

(b) (4 pts) Denote the target location in the Cartesian coordinate system as pu¢ = (pa, fy)'
In other words, pi; = pqcos(pg) and p1y, = pgsin(pg). Find the MLE p€ of p°.

(c) (8 pts) Find the mean squared error (MSE) of /.

(10 pts) Let X1,...,X, be iid with pdf f(z;p) = e"@#, 2 > u. Find 1 — « confidence
intervals for p by applying the CDF method and the pivotal method.

Let X = (X1,..., X)) be a p-dimensional Normal random vector with mean p = (p1, ..., f1p)’
and variance-covariance oI, where ¢ is known and I is a p x p identity matrix.

(a) (4 pts) Find the MLE [ of p.
(b) (3 pts) Find the MSE of fi, i.e., MSE(i) = E[>°F_ (i — pi)?].

(c) (10 pts) Assume that py,...,pu, are iid random variables from Normal(pg, o3) where g
and oy are both known. Find a Bayes estimate ji of pu based on the observed sample,
Tlyeeny Tp-

(d) (5 pts) Find MSE(ji1) and compare this with MSE(f1).

(10 pts) Consider a sequence of random variables. Prove equivalence of convergence of the
sequence in distribution to a constant @ and its convergence in probability to a.
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