Chapter 2: Vector spaces

Vector spaces, subspaces, basis,
dimension, coordinates, row-
equivalence, computations



A vector space (V,F, +, .)

* F a field
» \/ a set (of objects called vectors)

 Addition of vectors (commutative,
associative) 30,Va e V,a+0=0.
Vad! — a,a+ (—a) = 0.
e Scalar multiplications (¢,@) = ca,c€ FlaeV

la = a,(c1c2)a = ci1(c2a), c(a+ B) =ca+ cf,(c1 + c2)a = cra + caa



Examples

F" ={(z1,...,zn)|z; € F}

(1,...,2n) + (Y1,---,Yn)
c(T1y...yTn)

(xl + Y1,

— Other laws are easy to show

C",(Q+V2Q)", Z;
me”={{Al.j}IAl.jEF,i=1 ..... m,j=1,...,n}=
F™ ={(A,Ay,.. A, A A, EF}

— This is just written differently

(cxq,..

ey Tn + Yn)
.y CTy)



* The space of functions: A a set, F afield

{f: A= F}(f+9)(s) = f(s) +9(s), (cf)(s) = c(f(s))

— If Ais finite, this is just FIAl- Otherwise this is infinite dimensional.

* The space of polynomial functions

{f:F - F|f(z) =co+c1z+coz® + ...+ cpz™,c; € F}
* The following are different.

V=C={z+iylz,ye R} , F=R
V=C , F=C
V=C , F=Q



Subspaces

* \/ a vector space of a field F. A subspace W
of V is a subset W s.t. restricted operations of vector

addition, scalar multiplication make W into a vector
space.

— +WxW ->W, «:FxXW -> W.

— W nonempty subset of V is a vector subspace iff
for each pair of vectors a,b in W, and cin F, catbisin W.
(iff foralla,bin W, c,din F, catdbis in W.)

 Example:
R" ' c R",{(z1,...,Zn_1,0)|z; € R}



o Smxm ={A€ F™™|At = A} c F™*™
IS a vector subspace with field F.
» Solution spaces: Given an mxn matrix A
W={Xe€PFt|AX=0}cC F"
VX, Y e Wee F,A(cX+Y)=cAX +AY =0.—» cX +Y € W.

— Example x+y+z=0 in R3. x+y+z=1 (no)
* The intersection of a collection of vector
subspaces is a vector subspace

e W={(z,y,2)|z =0 ory =0} IS not.



Span(S)
Span(S) = {Z ciaila; € S,ci;e F}CV

 Theorem 3. W— Span(S) is a vector subspace and is
the set of all linear combinations of vectors in S.

* Proof:
a,peW.ceF,
a=x0++x O
p=yp+-+y,Db,

ca+p=x0++x,a, +yp++y,p,



- Sum of subsets S, S,, ...,5, of V
S1+8+...+ 8 ={a1+o2+...+ak|a; € S;}

* If S; are all subspaces of V, then the
above Is a subspace.

 Example: y=x+z subspace:

Span((1,1,0),(0,1,1)) = {¢(1,1,0)+d(0,1,1)|c,d € R} = {(c, c+d, d)|c,d € R}

 Row space of A: the span of row
vectors of A.

* Column space of A: the space of
column vectors of A.



Linear independence

* A subset S of Vis linearly dependent if

day,...,a, € S,c1,...,¢n € Fnot all 0 s.t. cia1 + -+ -+ cpan = 0.

* A set which is not linearly dependent is called
linearly independent:
The negation of the above statement

Vai,...,an € S, there are no cy,...,c, € Fnot all 0 such that cia;+- - -+cpan, =0.)
Vai,...,an € S, if cia1 +---+cpa, =0, thene; =0,2=1,...,n
(1,1),(0,1),e1(1,1) + ¢2(0,1) = (e1,¢1 +¢c2) = (0,0) — ¢c1 =0,c2 =0

c1(1,1,1) +¢2(2,2,1) +¢3(3,3,2) =0 for c; = 1,c2 = 1,¢c3 = —1.



Basis

* A basis of V is a linearly independent set of
vectors in V which spans V.

 Example: F" the standard basis
e; = (1,0,...,0),e2 =(0,1,...,0),...,6, = (0,0,...,1)
* Vis finite dimensional if there is a finite basis.

Dimension of V is the number of elements of
a basis. (Independent of the choice of basis.)

* A proper subspace W of V has dim W < dim
V. (to be proved)



 Example: P invertible nxn matrix. P,,...,P,
columns form a basis of F"™x1,

— Independence: x,P+...+x P,=0, PX=0.

Thus X=0.
— Span F™: Y in Fx1, Let X = P-1Y. Then Y = PX.
Y=x4P+.. . +x, P,

» Solution space of AX 0. Change to RX=0.
E? ; Ciju; =0
T, E;' | Cou; =0

Tk,

_+_

+ o

Tk,

— Basis E; u, =1, other u,=0 and solve above

Tk, = —Cij,— (—c15, —C2jy...,—Crj,0,..,1,..0)



— Thus the dimension is n-r:

* Infinite dimensional example:
« V:={f| f(X) = cytcx+C,x% + ...+ C X"}
— Given any finite collection g4,...,g, there is
a maximum degree k. Then any polynomial

of degree larger than k can not be written
as a linear combination.



 Theorem 4:V is spanned by f1,82,...,08m
Then any independent set of vectors in V is
finite and number is < m.

— Proof: To prove, we show every set S with more than m

vectors is linearly dependent. Let 01,042, ooy Qn
be elements of S with n > m.
Z AijB;

ijaj - Z.’L‘j ZA,LJ,BZ — Z ZAZJZU]

1=1 j=1
— A is mxn matrix. Theorem 6, Ch 1, we can solve for x,,X,,

.,X,, hot all zero for ZAU-'BJ—U,Z—L---’
j=1
— Thus
11 ++xnan=0



* Corollary. V is a finite d.v.s. Any two bases
have the same number of elements.

— Proof: B,B’ basis. Then |B’|<|B| and |B|<|B’|.
 This defines dimension.
—dim F"=n. dim F™"=mn.

« Lemma. S a linearly independent subset of V.

Suppose that b is a vector not in the span of

S. Then SU{b} is independent.
_ Proof: €1@1+ -+ cmam + kb=0.

Then k=0. Otherwise b is in the span.
Thus, cia1 + -+ + cmam = 0.
and care all zero.



Theorem 5. If W is a subspace of V, every
linearly independent subset of W is finite and

IS a part of a basis of W.
W a subspace of V. dm W =< dim V.

A set of linearly independent vectors can be
extended to a basis.

A nxn-matrix. Rows (respectively columns) of

A are independent iff A is invertible.

(->) Rows of A are independent. Dim Rows A = n. Dim Rows
rrre RofA=n.Ris|->Aisinv.

(<-) A=B.R. forr.r.e form R. B is inv. AB-'is inv. R is inv. R=I.
Rows of R are independent. Dim Span R = n. Dim Span A = n.
Rows of A are independent.



e Theorem 6.
dim (W,+W,) = dim W,+dimW,-dimW,NWV.,,.
 Proof:

- W,NW, has basis a,,...,a,. W, has basis a,,..,a,,b4,...,b,. W,
has basis a,,..,a,,Cq,...,C,.

- W,+W, is spanned by a,,..,a,,b4,...,b,,C4,...,C,,.
— There are also independent.
« Suppose : m n

e Then

n n l
szck e W, and € Wy Ezkck = Ediai
k=1 i=1

k=1
* By independence z,=0. x;=0,y;=0 also.



Coordinates

* Given a vector in a vector space, how
does one name it? Think of charting
earth.

* If we are given F", this is easy? What
about others” B={ai,...,an}

* We use ordered basis:
One can write any vector uniquely

@ =2T1Q] + T Tnln



* Thus,we name _ i

a— (T1,...,Tn) € F" X=1| ! | =|ag

Coordinate (nx1)-matrix (n-tuple) of a vector.
For standard basis in F", coordinate and vector are the same.

* This sets up a one-to-one correspondence
between V and F".

— Given a vector, there is unique n-tuple of
coordinates.

— Given an n-tuple of coordinates, there is a unique
vector with that coordinates.

— These are verified by the properties of the notion
of bases. (See page 50)



Coordinate change?

* If we choose different basis, what
happens to the coordinates?

» Given two bases B={ai,...,an}, B’ ={ai,...,
— Write Ot; - Z P;;a;
1=1
a = /=1 Tj; = T10] T *** T+ Tpln
/
= 23:1 Zz’:l(P'&jwj O;i = 21?1(2321 Pijz
T; = 2 j=1 Pij;



e X=0iff X’=0 Theorem 7,Ch1, P is invertible

* Thus, X = PX’, X’=P-1X.

[a]s = Pla]s, [a]s = P[],

* Example {(1,0),(0,1)}, 1(1.1), (1,1)}

Ei1,1|;-|(11%+|01 -(1)e= (4R 3R

— (a,b)=a(1,0)+b(1,0): (a,b)g=(a,b)

—(a,b)g.= P-'(a,b) = ((a-ib)/2,(-ia+b)/2).

— We check that (a-ib)/2x(1,1)+
(-ila+b)/2x(i,1)=(a,b).



