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Let us consider a sequence of independent random variablesLet us consider a sequence of independent random variablesLet us consider a sequence of independent random variables

 ⋯ such that such that such that

                   

The sample mean is given byThe sample mean is given byThe sample mean is given by
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Here, we want to get the upper bound of the probabilityHere, we want to get the upper bound of the probabilityHere, we want to get the upper bound of the probability

               for any   for any   for any   ...

For any For any For any  ,,,

               

since since since  is monotone increasing in  is monotone increasing in  is monotone increasing in .  .  .  

By taking the expectation of By taking the expectation of By taking the expectation of , we get, we get, we get

             ≧   ⋅ ≦ ...
This implies thatThis implies thatThis implies that

             ≦    and  and  and

             




















 










 



 


 



  

  




Thus,Thus,Thus,

             ≦     
  

≦ 


wherewherewhere

               
     

For the tightest bounds, For the tightest bounds, For the tightest bounds,  should be maximized. should be maximized. should be maximized.

Here, the optimal value of Here, the optimal value of Here, the optimal value of  is given as follows: is given as follows: is given as follows:
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That is,That is,That is,

               





...

This implies that This implies that This implies that 

 is the Kullback-Leibler (KL) distance is the Kullback-Leibler (KL) distance is the Kullback-Leibler (KL) distance

between between between  and  and  and , that is,, that is,, that is,
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 Three important examples: Three important examples: Three important examples:

(1) (1) (1) ≧ 

             ≦


   (additive Chernoff bound)   (additive Chernoff bound)   (additive Chernoff bound)

    Taking the union of two cases:    Taking the union of two cases:    Taking the union of two cases:

                 and   and   and   

             ≦


   (Hoeffding bound)   (Hoeffding bound)   (Hoeffding bound)

(2) If  (2) If  (2) If  ≧,  ,  ,  ≧ 





             ≦
 






   (multiplicative Chernoff bound)   (multiplicative Chernoff bound)   (multiplicative Chernoff bound)

(3) If  (3) If  (3) If  ≦,  ,  ,  ≧ 





             ≦
 






   (multiplicative Chernoff bound)   (multiplicative Chernoff bound)   (multiplicative Chernoff bound)



Example: Hoeffding boundExample: Hoeffding boundExample: Hoeffding bound

  Let   Let   Let  and  and  and  be the true and empirical errors.  Then, be the true and empirical errors.  Then, be the true and empirical errors.  Then,

             ≦


...

  Assuming the finite hypothesis, that is,   Assuming the finite hypothesis, that is,   Assuming the finite hypothesis, that is,   is bounded by  is bounded by  is bounded by 

  some number.  What is the sufficient number of samples  some number.  What is the sufficient number of samples  some number.  What is the sufficient number of samples

  to assure the best hypothesis?  to assure the best hypothesis?  to assure the best hypothesis?

  For PAC learning,  For PAC learning,  For PAC learning,
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