
- linear regression models- linear regression models- linear regression models

. linear estimator: the output for the. linear estimator: the output for the. linear estimator: the output for the th inputth inputth input



is given byis given byis given by
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LetLetLet




  …

 andandand

 …

...

Then,Then,Then,

 





...

LetLetLet  be the desired response for thebe the desired response for thebe the desired response for the th input pattern.th input pattern.th input pattern.

Then, the error for theThen, the error for theThen, the error for the th pattern isth pattern isth pattern is

      





...

the error square:the error square:the error square:


  

 



















...

the mean square error (MSE):the mean square error (MSE):the mean square error (MSE):


  







 



 






 





LetLetLet








  (input correlation matrix) and(input correlation matrix) and(input correlation matrix) and





...

Then, MSE becomesThen, MSE becomesThen, MSE becomes


  








. (quadratic form). (quadratic form). (quadratic form)

the derivative of MSE with respect tothe derivative of MSE with respect tothe derivative of MSE with respect to

:::

∇
  






...

The optimal weight vectorThe optimal weight vectorThe optimal weight vector

 can be determined bycan be determined bycan be determined by

the condition ofthe condition ofthe condition of

∇
 




 ...

That is,That is,That is, 

  ...

This implies that the optimal weight is described byThis implies that the optimal weight is described byThis implies that the optimal weight is described by


 ...

In this case, the minimum mean square error (MMSE) becomesIn this case, the minimum mean square error (MMSE) becomesIn this case, the minimum mean square error (MMSE) becomes






 




 

...

LetLetLet





 and rewrite the MSE as follows:and rewrite the MSE as follows:and rewrite the MSE as follows:


  










 



 



 









 










 







To analyse the MSE, let us setTo analyse the MSE, let us setTo analyse the MSE, let us set



 




...

That is,That is,That is,


  


...

The MSE depends onThe MSE depends onThe MSE depends on 

...

Here, the input correlation matrixHere, the input correlation matrixHere, the input correlation matrix  can be decomposed bycan be decomposed bycan be decomposed by

,,, 









 …  , and, and, and 









  … 

 … 
  … 
  …

wherewherewhere  is the column vector representing the eigenvector ofis the column vector representing the eigenvector ofis the column vector representing the eigenvector of 

andandand  is the eigenvalue corresponding tois the eigenvalue corresponding tois the eigenvalue corresponding to ...

SinceSinceSince  is the symmetric matrix,is the symmetric matrix,is the symmetric matrix, s are orthogonal ands are orthogonal ands are orthogonal and

...

Here,Here,Here, 

 can be rewritten ascan be rewritten ascan be rewritten as



 









...

LetLetLet

′ 


, that is, rotation of, that is, rotation of, that is, rotation of


 toward eigenvector axes.toward eigenvector axes.toward eigenvector axes.

Here, the eigenvectors ofHere, the eigenvectors ofHere, the eigenvectors of  define the principal axes ofdefine the principal axes ofdefine the principal axes of

the error surface. Then,the error surface. Then,the error surface. Then,



′ 


′

′. (ellipsoid). (ellipsoid). (ellipsoid)



LetLetLet 

′   in 2 dimensional space.in 2 dimensional space.in 2 dimensional space.

Then,Then,Then,


′ ′  ...

the length ofthe length ofthe length of 
′ axis =axis =axis =  , the length of, the length of, the length of 

′ axis =axis =axis = 

cf. the equation of ellipse:cf. the equation of ellipse:cf. the equation of ellipse: 
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. gradient descent method (batch mode). gradient descent method (batch mode). gradient descent method (batch mode)

The weight vector is updated byThe weight vector is updated byThe weight vector is updated by








∇
















 





 







This can be redescribed byThis can be redescribed byThis can be redescribed by
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LetLetLet




′...

Then,Then,Then,






′  




′ , that is,, that is,, that is,




′  




′ ...



The iterative form ofThe iterative form ofThe iterative form of




′ isisis





′  




′ ...

Therefore, the gradient descent algorithm is stable andTherefore, the gradient descent algorithm is stable andTherefore, the gradient descent algorithm is stable and

convergent whenconvergent whenconvergent when

lim
→∞

  ...

This implies that the convergence condition isThis implies that the convergence condition isThis implies that the convergence condition is

 

≦



wherewherewhere  is the maximum eigenvalue ofis the maximum eigenvalue ofis the maximum eigenvalue of ...

Note thatNote thatNote that

 ≦   ...

In this case, the learning curve of MSE is determined as follows:In this case, the learning curve of MSE is determined as follows:In this case, the learning curve of MSE is determined as follows:
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The learning curve of MSE is dependent upon the geometric ratioThe learning curve of MSE is dependent upon the geometric ratioThe learning curve of MSE is dependent upon the geometric ratio


≡





. least mean square (LMS) method (on-line mode). least mean square (LMS) method (on-line mode). least mean square (LMS) method (on-line mode)

The weight vector is updated byThe weight vector is updated byThe weight vector is updated by








∇










wherewherewhere

      









andandand

∇≡ 









…




 


...

That is,That is,That is, ∇ is not a true gradient, but an estimated gradient fromis not a true gradient, but an estimated gradient fromis not a true gradient, but an estimated gradient from

 andandand



...

IsIsIs ∇ an unbiased estimator?an unbiased estimator?an unbiased estimator?
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The answer is yes. To check the convergence condition ofThe answer is yes. To check the convergence condition ofThe answer is yes. To check the convergence condition of

the LMS method, let us consider the expectation ofthe LMS method, let us consider the expectation ofthe LMS method, let us consider the expectation of




:::





 











































 










This can be redescribed byThis can be redescribed byThis can be redescribed by





  




,,,

that is,that is,that is,






′   




′ ...

This implies that the convergence condition isThis implies that the convergence condition isThis implies that the convergence condition is

 

≦



wherewherewhere  is the maximum eigenvalue ofis the maximum eigenvalue ofis the maximum eigenvalue of ,,,

that is, the convergence condition is same as the batch mode.that is, the convergence condition is same as the batch mode.that is, the convergence condition is same as the batch mode.

To check the performance of LMS method, let us considerTo check the performance of LMS method, let us considerTo check the performance of LMS method, let us consider

the following definition of misadjustment:the following definition of misadjustment:the following definition of misadjustment:

≡





where the excess MSE is given bywhere the excess MSE is given bywhere the excess MSE is given by
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To analyse the excess MSE, let us setTo analyse the excess MSE, let us setTo analyse the excess MSE, let us set

∇ ∇ 




wherewherewhere



represents the noise vector associated withrepresents the noise vector associated withrepresents the noise vector associated with ∇...

NearNearNear

, the noise vector can be approximated as, the noise vector can be approximated as, the noise vector can be approximated as




≈∇ 



...

Then, the covariance ofThen, the covariance ofThen, the covariance of



becomesbecomesbecomes





 







≈








...

NearNearNear

,,,  andandand




is uncorrelated, that is,is uncorrelated, that is,is uncorrelated, that is,





≈

 






≈⋅ andandand
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≈⋅

From the weight update rule,From the weight update rule,From the weight update rule,








∇
















 








This implies thatThis implies thatThis implies that





′  
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′ ...



From this equation, the covariance ofFrom this equation, the covariance ofFrom this equation, the covariance of




′ is determined byis determined byis determined by






′   
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By substituting the result ofBy substituting the result ofBy substituting the result of 




′ , we get, we get, we get






′ ≈≈⋅...

This implies that, the excess MSE becomesThis implies that, the excess MSE becomesThis implies that, the excess MSE becomes

 
 




′ ≈





...

Therefore, the misadjustment becomesTherefore, the misadjustment becomesTherefore, the misadjustment becomes

≡


≈⋅...

Here, let us investigate the learning curve when we useHere, let us investigate the learning curve when we useHere, let us investigate the learning curve when we use

the LMS method.the LMS method.the LMS method.

The time constant is defined by the time interval in whichThe time constant is defined by the time interval in whichThe time constant is defined by the time interval in which

the given signalthe given signalthe given signal  is reduced byis reduced byis reduced by ...

example.example.example.   , time constant =, time constant =, time constant = ...

the geometric ratiothe geometric ratiothe geometric ratio ≡, that is,, that is,, that is, ≈...

From the previous result,From the previous result,From the previous result,


  

≈, that is,, that is,, that is, ≈...



Here, the trace ofHere, the trace ofHere, the trace of  can be redescribed bycan be redescribed bycan be redescribed by

  
 



≈

















wherewherewhere 






 






...

This implies thatThis implies thatThis implies that

≈⋅


andandand

≈


...

These results show thatThese results show thatThese results show that

(1) large(1) large(1) large  -> small-> small-> small  (fast convergence) -> large(fast convergence) -> large(fast convergence) -> large  andandand

(2) small(2) small(2) small  -> large-> large-> large  (slow convergence) -> small(slow convergence) -> small(slow convergence) -> small ...

Reference: Adaptive Signal Processing, chapters 3, 4, 5, and 6.Reference: Adaptive Signal Processing, chapters 3, 4, 5, and 6.Reference: Adaptive Signal Processing, chapters 3, 4, 5, and 6.


