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A DUAL ITERATIVE SUBSTRUCTURING METHOD
WITH A PENALTY TERM IN THREE DIMENSIONS∗

CHANG-OCK LEE† AND EUN-HEE PARK‡

ABSTRACT. The FETI-DP method is one of the most advanced dual substruc-
turing methods, which introduces Lagrange multipliers to enforce the pointwise
matching condition on the interface. In our earlier work for two dimensional
problems, a dual iterative substructuring method was proposed, which is a vari-
ant of the FETI-DP method based on the way to deal with the continuity con-
straint on the interface. The proposed method imposes the continuity by not
only the pointwise matching condition on the interface but also using a penalty
term which measures the jump across the interface. In this paper, a dual substruc-
turing method with a penalty term is extended to three dimensional problems. A
penalty term with a penalization parameter η is constructed by focusing on the
geometric complexity of an interface in three dimensions caused by the coupling
among adjacent subdomains. For a large η, it is shown that the condition number
of the resultant dual problem is bounded by a constant independent of both the
subdomain size H and the mesh size h. From the implementational viewpoint
of the proposed method, the difference from FETI-DP method is to solve sub-
domain problems which contain a penalty term with a penalization parameter η.
To prevent a large penalization parameter from making subdomain problems ill-
conditioned, special attention is paid to establish an optimal preconditioner with
respect to a penalization parameter η. Finally, numerical results are presented.

1. INTRODUCTION

We consider the following Poisson model problem with the homogeneous Dirich-
let boundary condition

−∆u = f in Ω,

u = 0 on ∂Ω,
(1.1)

where Ω is a bounded polyhedral domain in R3 and f is a given function in L2(Ω).
For simplicity, we assume that Ω is partitioned into two nonoverlapping subdo-
mains {Ωi}2

i=1 such that Ω =
⋃2

i=1 Ωi. The problem (1.1) can be rewritten as

min
vi ∈ H1(Ωi, ∂Ω)

2∑

i=1

(
1
2

∫

Ωi

|∇vi|2 dx−
∫

Ωi

fvi dx

)

subject to v1 = v2 on ∂Ω1 ∩ ∂Ω2.

(1.2)

Here, H1(Ωi, ∂Ω) is the usual Sobolev space defined as

H1(Ωi, ∂Ω) = {vi ∈ H1(Ωi) | vi = 0 on ∂Ω ∩ ∂Ωi},
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where H1(Ω) = {v ∈ L2(Ω) | ∂αv ∈ L2(Ω), |α| ≤ 1}. In the domain decom-
position approach based on the reformulated minimization problem (1.2) with a
constraint, a key point is how to convert the constrained minimization problem into
an unconstrained one. Most studies (e.g. [1, 10, 12]) for treatment of constrained
minimizations started in the field of optimal control problem. There are three most
popular methods developed for different purposes: the Lagrangian method, the
method of penalty function, and the augmented Lagrangian method. Such various
ideas have been introduced for handling constraints as the continuity across the
interface in (1.2) (see [8, 9, 11]).

The FETI-DP method is the typical algorithm based on the Lagrangian method,
which introduces Lagrange multipliers to enforce the continuity constraint on the
interface. Many studies for the augmented Lagrangian method have been done
in the frame of domain-decomposition techniques which belong to families of
nonoverlapping Schwarz alternating methods, variants of FETI method, etc. (cf.
[5, 7, 11, 15]) In our previous work [16] for two dimensional problems, a dual it-
erative substructuring method was proposed in view of the augmented Lagrangian
method, which is a variant of the FETI-DP method. To the Lagrangian functional
of the standard FETI-DP, a penalty term is added, which measures the jump across
the interface and includes a positive penalization parameter η. In the same way as in
most dual substructuring approaches, the saddle-point problem related to the aug-
mented Lagrangian functional is reduced to the dual problem with Lagrange mul-
tipliers as unknowns. Then it is solved by the conjugate gradient method (CGM).
For the preconditioned FETI-DP with the optimal Dirichlet preconditioner, it is
well-known that it is numerically scalable in the sense that the condition number
grows asymptotically as (1 + log(H/h))2 in two dimensions [18]. On the other
hand, it was proven that the dual problem in [16] has a constant condition num-
ber independently of both of H and h even though it is not accompanied by any
preconditioner.

In the development of domain-decomposition algorithms as fast and efficient
solvers for large scale problems, it is necessary to extend the well-designed algo-
rithms for two dimensional problems to the three dimensional case. In this paper,
we extend the dual substructuring method in [16] to the three dimensional case.
In the process of extension to three dimensional problems, there are two things
to be mainly considered; one is to construct a strong penalty term in 3D enough
to guarantee the same convergence speed as in 2D and the other is how to treat
an ill-conditioned property of the subdomain problems due to a large penalization
parameter. In both of two key issues, emphasis is placed on the awareness of differ-
ence between 2D and 3D in the geometric complexity of an interface. An interface
in 3D includes not only faces similar to edges in 2D but also edges which make
all nodes on the interface coupled. First, it is noted that the adoption of the same
penalty as suggested for two-dimensional problems in [16] gives a dual substruc-
turing algorithm which maintains the same performance in the aspect of the condi-
tion number of a dual problem. However, the penalty term makes an unnecessary
coupling between functions on face nodes and edges nodes. Since such a cou-
pling causes a considerable decrease on practical efficiency, we suggest a modified
penalty term for the three dimensional problem in a manner of reducing a coupling
between functions on the interface. Next, unlike the FETI-DP method, subdomain
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problems containing the penalty term are solved iteratively, of which the condi-
tion number becomes large as a penalization parameter η increases. The same
type of preconditioner as in 2D might be a satisfactory one to the ill-conditioned
problem due to a large η. But, since the preconditioner suggested in [16] contains
the coupling among all nodes on the interface in 3D, it is hardly practical in the
implementational point of view. Based on such an observation, a more appropri-
ate preconditioner for three-dimension problems is constructed, which is not only
optimal with respect to η but also more practical than that used in 2D.

This paper is organized as follows. In Sect. 2, we introduce a dual iterative
substructuring method with a penalty term. Sect. 3 presents algebraic condition
number estimate of the resultant dual system. In Sect. 4, we deal with a com-
putational issue in the implementational point of view. Subdomain problems is
solved iteratively, of which the condition number becomes large as a penalization
parameter η increases. To remove such an ill-conditioning property due to a large
η, the optimal preconditioners are developed with respect to η. Finally, we show
numerical results in Sect. 5.

2. DUAL ITERATIVE SUBSTRUCTURING WITH A PENALTY TERM

In this section, we present a dual iterative substructuring method with a penalty
term based on the augmented Lagrangian approach. We start with a minimization
problem with the pointwise matching constraint on the interface. The adoption of
Lagrange multipliers for dealing with the constraint yields a saddle-point problem
for a Lagrangian functional. By augmenting a penalty term to the Lagrangian,
we consider a slightly modified saddle-point problem which gives a dual iterative
substructuring method with a penalty term.

Let Th denote a quasi-uniform triangulation on Ω, where the discretization pa-
rameter h stands for the maximal mesh size of Th. For simplicity, we consider
a triangulation of hexahedra and the standard trilinear finite element approximate
solution of (1.1): find uh ∈ Xh such that

(2.3) a(uh, vh) = (f, vh) ∀vh ∈ Xh,

where

a(uh, vh) =
∫

Ω
∇uh · ∇vh dx, (f, vh) =

∫

Ω
fvh dx,

and Xh = {vh ∈ H1
0 (Ω) ∩ C0(Ω) | ∀τ ∈ Th, vh|τ ∈ Q1(τ)}.

We decompose Ω into N non-overlapping subdomains {Ωk}N
k=1, where a par-

tition {Ωk}N
k=1 of Ω is assumed to be shape-regular. On each subdomain, the

triangulation Thk
is quasi-uniform and the matching grids are taken on the bound-

aries of neighboring subdomains across the interface Γ. Here the interface Γ is
the union of the common interfaces among all subdomains, i.e., Γ =

⋃
k<l Γkl,

where Γkl denotes the common interface of two adjacent subdomains Ωk and Ωl.
We define the finite-dimensional subspace Xk on each subdomain Ωk by

Xk =
{

vk
h ∈ C0(Ωk)

∣∣∣ ∀τ ∈ Thk
, vk

h|τ ∈ Q1(τ), vk
h|∂Ω∩∂Ωk

= 0
}

.

By enforcing the continuity at the corner points, we assemble Xk’s into Xc
h:

Xc
h =

{
v = (vk

h)k ∈
N∏

k=1

Xk

∣∣∣∣∣ v is continuous at each corner

}
.
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vi − vj = 0

vj − vl = 0

FIGURE 1. Left figure: Geometrical objects (face and edge).
Right figure: Choice of three pairs of adjacent subdomains which
share an edge.

Before introducing the continuity constraint on the interface nodes except vertices,
we define notations related to geometrical objects. The interface Γ is composed
of faces which are shared by two subdomains, edges which are shared by more
than two subdomains, and vertices. The geometrical objects on the interface are
characterized in more details as

(i) Fkl denotes the common face of Ωk and Ωl, which is regarded as an open
set.

(ii) Em where m is an index of an edge is an edge shared by neighboring sub-
domains, which does not include its end points, vertices.

To enforce the continuity on the interface except vertices, a signed Boolean
matrix B is taken in the same way as in the FETI-DP (cf. [8, 13]), that is, Bv = 0
implies that

vk − vl = 0 on Fkl, k < l,

vi − vj = 0 on Em, (i, j) ∈ IEm ,

where IEm is the set of indices of subdomain pairs which have an edge Em in
common. Note that we do not allow any redundant continuity constraint on all
edges, that is, in the case where an edge Em is shared by four subdomains, there
are four different ways to choose three pairs of adjacent subdomains to impose the
continuity on the edge nodes. In Figure 1, one of four possible choices is depicted.

Now, we present a partitioned problem based on the domain-decomposition ap-
proach. The finite element problem (2.3) is reformulated as a minimization prob-
lem with constraints imposed by the requirement of continuity across the interface
Γ:

min
v∈Xc

h

(
1
2

N∑

k=1

∫

Ωk

|∇v|2 dx− (f, v)

)
subject to Bv = 0.

Following a well-known techniques for the constrained optimization, we introduce
a vector µ of Lagrange multipliers in RM and define a Lagrangian functional L :
Xc

h × RM → R as

L(v, µ) =
1
2

N∑

k=1

∫

Ωk

|∇v|2 dx− (f, v) + 〈Bv, µ〉,
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where M represents the number of constraints used for imposing the pointwise
matching on the interface and 〈·, ·〉 is the Euclidean inner product in RM . Next, we
shall slightly change the Lagrangian L by addition of a penalty term. It is natural
to adopt the same penalty term as suggested for the two dimensional problem in
[16]:

(2.4) Jη(u, v) =
∑

k<l

η

h

∫

Γkl

(uk − ul)(vk − vl) ds, η > 0.

To make a 3D algorithm more efficient in practical sense, it is desirable to minimize
a coupling between functions on face nodes and edge nodes. But, the penalty term
in (2.4) makes face nodes and edge nodes in each part Γkl of Γ coupled so that all
nodes on the interface are tied. In this context, by considering the interface as a
union of two separate objects: faces and edges, we introduce a modified penalty
term

(2.5) Jη(u, v) = η(JF (u, v) + JE(u, v)), η > 0,

where

JF (u, v) =
1
h

∑

k<l

∫

Fkl

(uk
Fkl

− ul
Fkl

)(vk
Fkl

− vl
Fkl

) dx

and

JE(u, v) =
∑

Em

∑

(i,j)∈IEm

∫

Em

(ui − uj)(vi − vj) ds.

Here, uk
Fkl

is a part of u, which is related to the contribution to uk onFkl only from
the face nodal basis functions except the edge nodal basis functions. We define an
augmented Lagrangian Lη with the penalty term Jη

Lη(v, µ) = L(v, µ) +
1
2
Jη(v, v).

Given the augmented Lagrangian Lη, we consider the saddle-point problem:

(2.6) Lη(uh, λh) = max
µh∈RM

min
vh∈Xc

h

Lη(vh, µh) = min
vh∈Xc

h

max
µh∈RM

Lη(vh, µh).

It is proven that seeking the solution of (2.3) is equivalent to finding the saddle-
point of (2.6) (cf. [16]). The problem (2.6) is represented in the algebraic form[

Aη BT

B 0

] [
u
λ

]
=

[
F
0

]
,

where

Aη =
[
AΠΠ AΠ∆

AT
Π∆ A∆∆ + ηJ

]
, BT =

[
0

BT
∆

]
, u =

[
uΠ

u∆

]
, F =

[
fΠ

f∆

]
,

where Π indicates the degrees of freedom associated with both the interior nodes
and the subdomain corners, ∆ those related to the face nodes and the edge nodes on
the interface, and λ the Lagrange multipliers introduced for imposing the continuity
constraint across the interface. Eliminating uΠ and u∆ successively, we have a dual
system

(2.7) Fηλ = dη

where
Fη = B∆S−1

η BT
∆, dη = B∆S−1

η (f∆ −AT
Π∆A−1

ΠΠfΠ)
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with
Sη = S + ηJ = (A∆∆ −AT

Π∆A−1
ΠΠAΠ∆) + ηJ.

Note that Sη is symmetric positive definite because S is symmetric positive defi-
nite [20, Section 6.4] and J is symmetric positive semidefinite. Since Fη is sym-
metric positive definite, we solve the resultant dual system (2.7) iteratively by the
conjugate gradient method.

3. ESTIMATE OF CONDITION NUMBER

In this section, we provide a sharp estimate for the condition number of the dual
system Fη. By letting the vector v∆ be partitioned as

v∆ =
[
vf

ve

]
,

the pointwise matching operator B∆ is represented as

B∆ =
[
Bf 0
0 Be

]
.

Let us denote by D(A) a block diagonal matrix such that

D(A) =




A
. . .

A


 .

Looking at the connection between the operator B∆ and the penalty term Jη from
their definitions, it is obvious that

(3.8) J =
[
JF 0
0 JE

]
=

[
BT

f D(JBf
)Bf 0

0 BT
e D(JBe)Be

]
,

where JBf
and JBe stand for the 2D mass matrix on each face weighted with 1/h

and the 1D mass matrix on each edge, respectively. We define by Λ the space of
vectors of the degrees of freedom associated with the Lagrange multipliers. To
analyze the condition number bound for Fη, based on Lemma 3.1 in [18], it is
sufficient to specify a suitable norm ‖ · ‖Λ on Λ and to estimate the constants
satisfying the relationship as follows:

c1‖λ‖2
Λ′ ≤ 〈λ, Fηλ〉 ≤ c2‖λ‖2

Λ′ ∀λ ∈ Λ,

c3‖µ‖2
Λ ≤ 〈µ, µ〉 ≤ c4‖µ‖2

Λ ∀µ ∈ Λ.
(3.9)

Taking the structural characteristic of J into consideration, we define the norm
‖ · ‖Λ on Λ by

(3.10) ‖µ‖2
Λ = µT

[
D(JBf

) 0
0 D(JBe)

]
µ, ∀µ ∈ Λ.

The dual norm on Λ is defined by

‖λ‖Λ′ = max
µ ∈ Λ
µ 6= 0

|〈λ, µ〉|
‖µ‖Λ

, ∀λ ∈ Λ.

We now mention useful results in deriving bounds on the extreme eigenvalues
of Fη. The first proposition states the property related to the norm induced by Fη,
which can be easily checked as in [19].
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Proposition 3.1. For any λ ∈ Λ,

λT Fηλ = max
v∆ 6=0

|vT
∆BT

∆λ|2
‖v∆‖2

Sη

where ‖v∆‖Sη is the norm induced by the symmetric positive definite matrix Sη.

Focusing on the fact that Λ = Range(B∆), we have the following characteriza-
tion of the dual norm (cf. [16]).

Proposition 3.2.

‖λ‖2
Λ′ = max

v∆⊥Ker(B∆)
v∆ 6= 0

|vT
∆BT

∆λ|2
vT
∆Jv∆

.

We state the relationship between S and J , which is proven similarly to Lemma 3.2
of [16].

Proposition 3.3. For S = A∆∆ − AT
Π∆A−1

ΠΠAΠ∆, there exists a constant C =
λS

max/λJ
min such that

vT
∆Sv∆ ≤ CvT

∆Jv∆, ∀v∆⊥Ker(B∆),

where λS
max and λJ

min are the maximum eigenvalue of S and the minimum nonzero
eigenvalue of J , respectively.

Since the constant C derived in Proposition 3.3 is one of the main factors in
the bound of condition number of Fη, we are concerned with whether λS

max and
λJ

min are independent of the mesh size h and the subdomain size H . The following
lemma is used in estimating the bound on λJ

min.

Lemma 3.1. Let APN ∈ Rm×m be an n× n block tridiagonal matrix

(3.11) APN =




I −I 0 · · · 0

−I 2I −I
. . .

...

0
. . . . . . . . . 0

...
. . . −I 2I −I

0 · · · 0 −I I




.

For v ∈ Rm�Ker(APN ), we have

vT APNv ≥ C

(
1

n− 1

)2

vT v.

This result follows from noting that APN in (3.11) is in a similar form to a stiffness
matrix for the Poisson problem in one dimension with pure Neumann condition and
using the Poincaré inequality [20].

Lemma 3.2. Let λJ
min be the minimum nonzero eigenvalue of J . Then, we have

λJ
min ≥ Ch

where a constant C is independent of h and H .
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Proof. Since J is block diagonal as shown in (3.8), it is sufficient to estimate λJF
min

and λJE
min which are minimum nonzero eigenvalues of the diagonal blocks JF and

JE , respectively. Let λ
JBf

min and λ
JBe
min be minimum eigenvalues of JBf

and JBe ,

respectively. It is obvious that both of λ
JBf

min and λ
JBe
min are bounded below by Ch

because JBf
and JBe are related to the 2D mass matrix on a face weighted with

1/h and the 1D mass matrix on an edge, respectively; cf. [20, Theorem B.32].
First, from the fact that BfBT

f = 2I , it follows

λJF
min = 2λ

JBf

min .

Hence, we have

(3.12) λJF
min ≥ Ch.

Next, Be does not maintain the same property as Bf since an edge is shared by
more than two subdomains while only two subdomains have a face in common. We
shall estimate of λE

min by focusing on the structural characteristic of JE . Noting
that JE = BT

e D(JBe)Be, we have that for any ve with Beve 6= 0,

vT
e JEve ≥ λ

JBe
minλB̃

minv
T
e ve

≥ ChλB̃
minv

T
e ve,

where λB̃
min is the minimum nonzero eigenvalue of BT

e Be. Let NE be the number
of all edges Em in the interface. By considering the block structure of Be as

Be =
[
Be1 , · · · , BeNE

]

where Bem is a block related to subdomains sharing an edge Em, it follows

λB̃
min = min

m
λB̃m

min.

Here λB̃m
min is the minimum nonzero eigenvalue of BT

em
Bem . Suppose that an edge

Em is shared by Ns,em subdomains. Then, BT
em

Bem is an Ns,em × Ns,em block
matrix of the form (3.11). By Lemma 3.1, we obtain

(3.13) λB̃m
min ≥ C

(
1

Ns,em − 1

)2

.

Since a partition {Ωi}i of Ω is assumed to be shape-regular, there is a constant
Ns,max such that

(3.14) Ns,em ≤ Ns,max ∀m.

Combination of (3.13) and (3.14) gives λB̃
min &

(
1

Ns,max−1

)2
. Hence, it yields

λJE
min ≥ Ch

Finally, we have
λJ

min = min{λJF
min, λ

JE
min} ≥ Ch,

where a constant C is independent of h and H . ¤

Thanks to Lemma 3.1 in [18], we have the following estimate of the condition
number κ(Fη).
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Theorem 3.1. For any η > 0, we have

κ(Fη) ≤
(

1 +
C

η

)
C∗

where

C =
λS

max

λJ
min

, C∗ =
max{λJBf

max, λ
JBe
max}

min{λJBf

min , λ
JBe
min}

.

Furthermore, the constants C and C∗ are independent of the subdomain size H
and the mesh size h.

Proof. Proceeding as in Theorem 3.1 of [16], we first get the following bounds:
1

C + η
‖λ‖2

Λ′ ≤ λT Fηλ ≤ 1
η
‖λ‖2

Λ′ ∀λ ∈ Λ

where C is the constant estimated in Proposition 3.3. Combination of Proposi-
tion 3.1, 3.2, and 3.3 gives the lower bound, while the upper bound is estimated by
using the positive-definiteness of S.

Next, from the definition of the norm ‖ · ‖Λ in (3.10), it follows that
(

max{λJBf
max, λ

JBe
max}

)−1

‖µ‖2
Λ ≤ 〈µ, µ〉 ≤

(
min{λJBf

min , λ
JBe
min}

)−1

‖µ‖2
Λ ∀µ ∈ Λ.

Using Lemma 3.1 in [18], we have

κ(Fη) ≤
(

1 +
C

η

)
C∗,

where

C =
λS

max

λJ
min

, C∗ =
max{λJBf

max, λ
JBe
max}

min{λJBf

min , λ
JBe
min}

.

Finally, we shall check the dependency of the constants C and C∗ on the subdo-
main size H and the mesh size h. From Lemma 4.11 and Lemma B.5 in [20], it
follows that λS

max . h. Then, Lemma 3.2 informs that the constant C is indepen-
dent of H and h. Moreover, by keeping in mind that JBf

and JBe are related to the
mass matrices in 2D and 1D, it is confirmed that the constant C∗ is independent of
H and h. ¤
Corollary 3.1. For a sufficiently large η, we have

κ(Fη) ≤ C∗,

where C∗ is the constant estimated in Theorem 3.1.

4. COMPUTATIONAL ISSUE

The dual formulation in (2.7) is intended for the estimate of condition number.
To focus on the implementation of the proposed algorithm, we reorder the relevant
degrees of freedom. By rearranging u in order u = [ur, uc]T where ui, uf , and ue

are assembled into ur, we obtain the system in the following form

Kη
rrur + Krcuc + BT

r λ = fr (4.15a)

KT
rcur + Kccuc = fc (4.15b)

Brur = 0 (4.15c)
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Note that Kη
rr = Krr + ηJ̃ is non-singular because Krr is positive definite (cf.

[8]). By substituting

(4.16) ur = (Kη
rr)

−1(fr −Krcuc −BT
r λ)

from (4.15a) into (4.15b) and (4.15c), we have

(4.17)
[
Fcc −F T

rc

Frc Frr

] [
uc

λ

]
=

[
dc

dr

]

where

Frr = Br(Kη
rr)

−1BT
r , Frc = Br(Kη

rr)
−1Krc, Fcc = Kcc −KT

rc(K
η
rr)

−1Krc

and
dr = BT

r (Kη
rr)

−1fr, dc = fc −KT
rc(K

η
rr)

−1fr.

Since Aη is invertible, so is Fcc, the Schur complement of Kη
rr in Aη. We can

therefore eliminate uc in (4.17) to get

(4.18) Fηλ = dη

where
Fη = Frr + FrcF

−1
cc F T

rc, dη = dr − FrcF
−1
cc dc.

We iteratively solve the dual problem (4.18) by the conjugate gradient method.

Remark 4.1. For the comparison of the existing augmented FETI-DP methods
[8, 14] with the proposed method, see Remark 4.1 in [16].

In view of implementation, the difference with the FETI-DP method is to invert
Kη

rr that contains the penalization parameter η. To compare our algorithm with
the FETI-DP method, we need to make more careful observation of behavior of
(Kη

rr)−1. Note that Kη
rr is detailed as

Kη
rr = Krr + ηJ̃ =

[
Aii Ai∆

AT
i∆ A∆∆

]
+

[
0 0
0 ηJ

]
,

where

A∆∆ =
[
Aff Afe

AT
fe Aee

]
, J =

[
JF 0
0 JE

]
.

4.1. Construction of Preconditioner: Type I. In this section, we characterize
the proposed method in more details by observing the conditioning of Kη

rr and
establishing a preconditioner which plays an auxiliary role in analyzing the pre-
conditioner suggested in Sect. 4.3.

Thanks to the specific type of Poincaré inequality proven in Lemma 5.1 of [6],
the standard scaling argument gives the following proposition without major diffi-
culty.

Proposition 4.4. For any vr, there exist constants C1 and C2 independent of h and
H such that

C1
h4

H3
‖vr‖2 ≤ vT

r Krrvr ≤ C2h‖vr‖2,

that is,

κ(Krr) .
(

H

h

)3

.

Using the fact that λJ
max . h, we get the conditioning of Kη

rr by Proposition 4.4.
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Lemma 4.3. For each η > 0, we have that

κ(Kη
rr) .

(
H

h

)3

(1 + η).

Lemma 4.3 shows how severely η deteriorates the property of Kη
rr as η in-

creases. Since Kη
rr is solved iteratively, it is expected that the large condition

number of Kη
rr shown above may cause the computational cost relevant to Kη

rr to
be more expensive. We shall establish good preconditioners for Kη

rr in order to
remove a bad effect of η. First, we introduce a preconditioner M1 as

M1 =
[
Aii 0
0 A∆∆

]
+

[
0 0
0 ηJ

]
.

Theorem 4.2. The condition number of the preconditioned system by M1 grows
asymptotically as

κ(M−1
1 Kη

rr) :=
λmax(M−1

1 Kη
rr)

λmin(M−1
1 Kη

rr)
.

(
H

h

)2

.

Proof. Let

γ = sup
vi 6= 0
v∆ 6= 0

|vT
i Ai∆v∆|

(vT
i Aiivi · vT

∆Aη
∆∆v∆)

1
2

where the constant γ < 1 is referred to as the strengthened Cauchy-Schwarz-
Bunyakowski constant (see [2, 3, 17]). Proceeding the same way as in the proof of
Theorem 4.2 in [16], we have that

(4.19) γ ≤ (1− C∗)
1
2

where C∗ = infv∆ 6=0
vT
∆S∆∆v∆

vT
∆A∆∆v∆

and S∆∆ = A∆∆ − AT
i∆A−1

ii Ai∆. Next, we shall
estimate C∗. In a similar way as in Lemma 4.11 of [20], it is easy to show that

(4.20) λmin(S∆∆) & h2

H(1 + H
h )

based on the specific type of Poincaré inequality mentioned in Lemma 5.1 of [6].
By using the inverse inequality and Lemma B.5 of [20], it is noted that

(4.21) λmax(A∆∆) . h.

Then, it follows from (4.20) and (4.21) that

(4.22) γ ≤ (1− Ĉ)
1
2

where Ĉ = O

(
h

H(1+H
h

)

)
. Similarly to the proof of Theorem 4.2 in [16], (4.22)

yields that

κ(M−1
1 Kη

rr) =
λmax(M−1

1 Kη
rr)

λmin(M−1
1 Kη

rr)

≤ 2

1− (1− Ĉ)
1
2

.
(

H

h

)2

for a sufficiently large
H

h
.

¤
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4.2. Construction of Preconditioner: Type II. Next, we suggest a precondi-
tioner M2 as

M2 =
[
Aii 0
0 Ã∆∆

]
+

[
0 0
0 ηJ

]
with Ã∆∆ =

[
Aff 0
0 Aee

]
.

In M2, we additionally drop the coupling between faces and edges on the boundary
of each subdomain while M1 cuts off only the connection between interior nodes
and boundary nodes in each subdomain. In analyzing the block diagonal type of
preconditioners, it is a key issue to measure the orthogonality of relevant subspaces,
which is represented in terms of a strengthened Cauchy inequality. We derive a
strengthened Cauchy inequality which is useful to show the spectral equivalence
between M1 and M2. It is proven by adopting the argument used in [4] to estimate
a strengthened Cauchy inequality in two dimensions.

Lemma 4.4. Let V and W be two subspaces of Xk with V ∩W = {0}. For any
v ∈ V and w ∈ W , there exists a constant 0 < γT < 1 such that on each T ∈ Thk

,
∣∣∣∣
∫

T
∇v · ∇w dx

∣∣∣∣ ≤ γT

(∫

T
|∇v|2 dx

)1/2 (∫

T
|∇w|2 dx

)1/2

,

where γT depends on the types of finite element functions v and w, but is indepen-
dent of h.

Proof. For any triangle T in Thk
, there exists an affine mapping FT from the refer-

ence triangle Tr onto a triangle T such that

FT : Tr → T, FT (xr) = AT xr + aT ,

with AT a linear mapping and aT a constant vector in R3. Let Shk
be the set of

triangles T∗ with the unit diameter such that T∗ is the image of Tr under a linear
mapping. Note that an affine mapping FT is characterized as

FT = BT ◦BT∗

where BT∗ is a linear mapping from the reference Tr onto a triangle T∗ in Shk
and

BT maps T∗ onto T by a scaling and a translation: BT (x∗) = hT x∗ + aT . Based
on the fact that for vr and wr satisfying

vr(xr) = v ◦ FT (xr), wr(xr) = w ◦ FT (xr),

there exists a constant γTr such that
∣∣∣∣
∫

Tr

∇vr · ∇wr dxr

∣∣∣∣ ≤ γTr

(∫

Tr

|∇vr|2 dxr

)1/2 (∫

Tr

|∇wr|2 dxr

)1/2

,

we shall find a constant 0 < C(γTr) < 1 such that on each T ∈ Thk
,

(4.23)∣∣∣∣
∫

T
∇v · ∇w dx

∣∣∣∣ ≤ C(γTr)
(∫

T
|∇v|2 dx

)1/2 (∫

T
|∇w|2 dx

)1/2

∀v ∈ V,w ∈ W.

First, it is easily noted that a transformation BT generated by a scaling and a
translation has no influence on the constant in (4.23), that is, under the change of
variables (4.23) becomes
(4.24)∣∣∣∣

∫

T∗
∇v∗ · ∇w∗ dx∗

∣∣∣∣ ≤ C(γTr)
(∫

T∗
|∇v∗|2 dx∗

)1/2 (∫

T∗
|∇w∗|2 dx∗

)1/2

.
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Next, to observe the connection between two strengthened Cauchy inequalities
in terms of the inner products associated with T∗ and Tr, we define 〈·, ·〉T∗ and
〈·, ·〉Tr by

〈v, w〉T∗ =
∫

T∗
∇v∗ · ∇w∗ dx∗, 〈v, w〉Tr =

∫

Tr

∇vr · ∇wr dxr

where v∗(x∗) = v ◦BT (x∗), w∗(x∗) = w ◦BT (x∗). For v ∈ V and w ∈ W , let

cos θ∗ :=
〈v, w〉T∗

‖v‖T∗‖w‖T∗
, cos θr :=

〈v, w〉Tr

‖v‖Tr‖w‖Tr

,

where ‖ · ‖T∗ and ‖ · ‖Tr are the norms induced by the inner products 〈·, ·〉T∗ and
〈·, ·〉Tr , respectively. By following the standard argument in affine-equivalent finite
elements, we get the relationship between two norms ‖ · ‖T∗ and ‖ · ‖Tr :

(4.25) 0 < µ1 ≤ 〈v, v〉T∗
〈v, v〉Tr

≤ µ2

where µ1 = 1/
(|det(B−1

T∗ )|‖BT∗‖2
2

)
, µ2 = |det(BT∗)|‖B−1

T∗ ‖2
2. Using (4.25), it

holds from Lemma 4.1 of [4] that

| cos θ∗| ≤
√

1− C(µ1, µ2)(1− cos2 θr),

that is,
|〈v, w〉T∗ | ≤

√
1− C(µ1, µ2)(1− cos2 θr)‖v‖T∗‖w‖T∗ ,

where

C(µ1, µ2) =
(

µ1

µ2

)4

=

(
1

‖BT∗‖2
2‖B−1

T∗ ‖2
2

)4

, | cos θr| < 1.

Since Shk
is shape-regular, that is, there exist a constant σ > 0 such that

∀T∗ ∈ Shk
,

hT∗
ρT∗

≤ σ,

where ρT∗ is the diameter of the largest ball inscribed in T∗, we have

C(µ1, µ2) ≥
(

ρTr

hTr

)8 (
1
σ

)8

so that C(σ, v, w) :=
√

1− C(µ1, µ2)(1− cos2 θr) < 1 independently of h.
Hence, based on the fact confirmed in (4.24), it follows

|〈v, w〉T | ≤ γT ‖v‖T ‖w‖T ,

where a positive constant γT = C(σ, v, w) < 1 depends on both of the shape
parameter σ and the types of finite element functions v and w, but is independent
of h. ¤

Lemma 4.5. Let Xk
f and Xk

e be the subspaces of Xk such that Xk
f and Xk

e con-
sist of the degrees of freedom associated with the face nodes and the edge nodes,
respectively. Then, there exists a constant 0 < γ < 1 such that the strengthened
Cauchy inequality

∣∣∣∣
∫

Ωk

∇vf · ∇ve dx

∣∣∣∣ ≤ γ

(∫

Ωk

|∇vf |2 dx

)1/2 (∫

Ωk

|∇ve|2 dx

)1/2
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FIGURE 2. Left figure: TΓ. Center figure: Triangle in TΓ1 . Right
figure: Triangle in TΓ2 .

holds for all vf ∈ Xk
f and ve ∈ Xk

e . Here γ depends on both of the shape param-
eter of a triangulation Thk

but is independent of h, vf , and ve.

Proof. We shall derive the strengthened Cauchy inequality based on the triangle-
wise computation. Let TΓ be the set of triangles T ∈ Thk

such that T includes at
least one point on an edge of Ωk or one corner. For any vf ∈ Xk

f and ve ∈ Xk
e , it

follows from Lemma 4.4 that
∣∣∣∣
∫

Ωk

∇vf · ∇ve dx

∣∣∣∣ =

∣∣∣∣∣∣
∑

T∈TΓ

∫

T
∇vf · ∇ve dx

∣∣∣∣∣∣

≤
∑

T∈TΓ

γT

(∫

T
|∇vf |2 dx

)1/2 (∫

T
|∇ve|2 dx

)1/2

≤ γ
∑

T∈TΓ

(∫

T
|∇vf |2 dx

)1/2 (∫

T
|∇ve|2 dx

)1/2

≤ γ


 ∑

T∈TΓ

∫

T
|∇vf |2 dx




1/2 
 ∑

T∈TΓ

∫

T
|∇ve|2 dx




1/2

≤ γ

(∫

Ωk

|∇vf |2 dx

)1/2 (∫

Ωk

|∇ve|2 dx

)1/2

,

where γ = maxT (γT ). In the proof of Lemma 4.4, each constant γT is computed
by using the angle between vf,r and ve,r measured on a reference triangle Tr. It
means that γT is dependent on the position of a concerned triangle T . Figure 2
depicts the set TΓ whose elements are classified into two types TΓ1 and TΓ2 de-
pending on whether a triangle includes a subdomain corner as its vertex. Keeping
in mind the types of finite element functions vf , ve on TΓ1 and TΓ2 , we estimate
γT : for T ∈ TΓj with j = 1, 2,

γT <
√

1− C(σ)(1− cos2 θrj ),

where | cos θrj | < 1, j = 1, 2. Therefore, there exists a positive constant γ such
that for all vf ∈ Xk

f and ve ∈ Xk
e ,

∣∣∣∣
∫

Ωk

∇vf · ∇ve dx

∣∣∣∣ ≤ γ

(∫

Ωk

|∇vf |2 dx

)1/2 (∫

Ωk

|∇ve|2 dx

)1/2

,

where the constant γ < 1 is independent of h and H . ¤
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Now we are ready to derive the spectral relationship between two precondition-
ers M1 and M2.

Theorem 4.3. Two preconditioners M1 and M2 are spectrally equivalent, that is,
there are constants c and C independent of h and H such that

cvT
r M2vr ≤ vT

r M1vr ≤ CvT
r M2vr, ∀vr.

Proof. Note that M1 and M2 are different only in the second diagonal block and
both of A∆∆ and Ã∆∆ are block diagonal matrices as

A∆∆ =




A∆∆,1

. . .
A∆∆,Ns


 Ã∆∆ =




Ã∆∆,1

. . .
Ã∆∆,Ns


 .

Hence, it is sufficient to find constants ck and Ck such that

ckv
T
∆k

Ã∆∆,kv∆k
≤ vT

∆k
A∆∆,kv∆k

≤ Ckv
T
∆k

Ã∆∆,kv∆k
,

where v∆k
is the restriction of v∆ to the degrees of freedom in a subdomain Ωk.

For each k with k = 1, · · · , Ns, it follows from Lemma 4.5 that there exists γk

such that

(4.26) |vT
fk

Afe,kvek
| ≤ γk

(
vT
fk

Aff,kvfk

)1/2 (
vT
ek

Aee,kvek

)1/2
.

Based on the fact

vT
∆k

A∆∆,kv∆k

vT
∆k

Ã∆∆,kv∆k

= 1 +
2vT

fk
Afe,kvek

vT
∆k

Ã∆∆,kv∆k

,

the strengthened Cauchy inequality (4.26) gives

(1− γk)vT
∆k

Ã∆∆,kv∆k
≤ vT

∆k
A∆∆,kv∆k

≤ (1 + γk)vT
∆k

Ã∆∆,kv∆k
.

Focusing on the difference between M1 and M2, we have that

(1− γ)vT
r M2vr ≤ vT

r M1vr ≤ (1 + γ)vT
r M2vr, ∀vr,

where γ = maxk=1,··· ,Ns γk depends on the shape of triangulations {Thk
}Ns

k=1 on
{Ωk}Ns

k=1 but is independent of h and H . Therefore, the preconditioners M1 and
M2 are spectrally equivalent. ¤

Corollary 4.2. The condition number of the preconditioned system by M2 grows
asymptotically as

κ(M−1
2 Kη

rr) .
(

H

h

)2

.

4.3. Construction of Preconditioner: Type III. Finally, by eliminating the cou-
pling between all pairs of faces and edges, we establish a preconditioner M3 as

M3 =
[
Aii 0
0 A∆∆

]
+

[
0 0
0 ηJ

]
with A∆∆ =

[
Aff 0
0 Aee

]
.

Here, the matrices Aff and Aee are block diagonal with a block for each face and
for each edge, respectively. Also we rewrite Aff and Aee as block matrices in the
same structure as Aff and Aee.
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FIGURE 3. Left figure: Tfl
. Center figure: Triangle in Tfl,1. Right

figure: Triangle in Tfl,2.

Theorem 4.4. Assume that on each subdomain Ωk, a triangulation Thk
satisfies

V olume(Tc) ≤ min{V olume(T a
c )},

where Tc ∈ Thk
is a triangle containing a subdomain corner as one of its vertices

and T a
c is an adjacent triangle to Tc. Then, the condition number of the precondi-

tioned system by M3 grows asymptotically as

κ(M−1
3 Kη

rr) .
(

H

h

)2

.

Proof. Proceeding a similar argument to the proof of Theorem 4.3, we shall esti-
mate a spectral relationship between Ã∆∆ and A∆∆. It suffices to find constants
cfk

, cek
, Cfk

, Cek
such that

cfk
vT
fk

Aff,kvfk
≤ vT

fk
Aff,kvfk

≤ Cfk
vT
fk

Aff,kvfk
, vfk

∈ Xk
f ,

cek
vT
ek

Aee,kvek
≤ vT

ek
Aee,kvek

≤ Cek
vT
ek

Aee,kvek
, vek

∈ Xk
e .

To observe the contribution from the off-diagonal blocks of Aff , for each face
fl of Ωk, we define Tfl

the set of triangles T ∈ Thk
such that one of faces of T is

contained in fl and at least one of edges of T meets edges in f l. Figure 3 shows that
Tfl

consists of two parts Tfl,1 and Tfl,2 of which difference is whether a triangle
contains a subdomain corner as one of its vertices. Let NF be the number of faces
included in ∂Ωk ∩ Γ. First, we note that

(4.27)
vT
fk

Aff,kvfk

vT
fk

Aff,kvfk

= 1 +

∑
l1 6=l2

vT
fl1

Afl1
fl2

vfl2∑NF
l=1 vT

fl
Aflfl

vfl

.

Focusing on the triangle-wise computation, we get that

∑

l1 6=l2

vT
fl1

Afl1
fl2

vfl2
=

NF∑

l=1

∑

fln

vT
fl

Aflfln
vfln

=
NF∑

l=1

∫

Ωk

∇

∑

fln

vfln


 · ∇vfl

dx

=
NF∑

l=1

2∑

m=1

∑

T∈Tfl,m

∫

T
∇


∑

fln

vfln


 · ∇vfl

dx,

where fln are adjacent faces to the face fl. We need to take into consideration that
a face fl has only one adjacent face on each T ∈ Tfl,1 while on each T ∈ Tfl,2, a
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face fl is affected by possibly two adjacent faces. Then, it follows from Lemma 4.4
that

∣∣∣∣∣∣

NF∑

l=1

2∑

m=1

∑

T∈Tfl,m

∫

T
∇


∑

fln

vfln


 · ∇vfl

dx

∣∣∣∣∣∣

≤
NF∑

l=1

1
2

∑

T∈Tfl,1

γT

(∫

T
|∇vfln

|2 dx +
∫

T
|∇vfl

|2 dx

)

+
NF∑

l=1

1
2

∑

T∈Tfl,2


∑

fln

γT (fln)
∫

T
|∇vfln

|2 dx +


∑

fln

γT (fln)




∫

T
|∇vfl

|2 dx


 ,

(4.28)

where γT (fln) is estimated as in the proof of Lemma 4.5 for the degrees of freedom
associated with fln and those associated with fl. Note that it is independent of h
and H . Let us look at (4.28) in a different way. First, assembling triangle-wisely
computed values in (4.28) face by face, it is clear that
NF∑

l=1

1
2

∑

T∈Tfl,1

γT

(∫

T
|∇vfln

|2 dx +
∫

T
|∇vfl

|2 dx

)
=

NF∑

l=1

∑

T∈Tfl,1

γT

∫

T
|∇vfl

|2 dx

and
NF∑

l=1

1
2

∑

T∈Tfl,2


∑

fln

γT (fln)
∫

T
|∇vfln

|2 dx +


∑

fln

γT (fln)




∫

T
|∇vfl

|2 dx




=
NF∑

l=1

∑

T∈Tfl,2


∑

fln

γT (fln)




∫

T
|∇vfl

|2 dx.

Next, we assume that on a subdomain Ωk, a triangulation Thk
satisfies

(4.29) V olume(Tc) ≤ min{V olume(T a
c )}, ∀Tc

where Tc ∈ Thk
is a triangle including a subdomain corner as one of its vertices

and T a
c ∈ Thk

is an adjacent triangle to Tc. As a result, we have

(4.30)

∣∣∣∣∣∣
∑

l1 6=l2

vT
fl1

Afl1
fl2

vfl2

∣∣∣∣∣∣
≤ γf

NF∑

l=1

vT
fl

Aflfl
vfl

,

where γf is taken as the maximum of γT ’s in (4.28). The combination of (4.27)
and (4.30) yields

(4.31) (1− γf )vT
f Affvf ≤ vT

f Affvf ≤ (1 + γf )vT
f Affvf .

Similarly, under the assumption (4.29), it is confirmed that there exists a constant
γe such that

(4.32) (1− γe)vT
e Aeeve ≤ vT

e Aeeve ≤ (1 + γe)vT
e Aeeve,

where a constant γe < 1 is independent of h and H . Hence, from (4.31) and (4.32),
we have

(4.33) min{1−γf , 1−γe}vT
r M3vr ≤ vT

r M2vr ≤ max{1+γf , 1+γe}vT
r M3vr.
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By combining Theorem 4.2, Theorem 4.3, and (4.33), we have that for a suffi-
ciently large H/h,

κ(M−1
3 Kη

rr) .
(

H

h

)2

.

¤
Remark 4.2. Note that the block (A∆∆ + ηJ) in M1 is coupled over all boundary
nodes while the block (Ã∆∆ + ηJ) in M2 has the coupling among all face nodes
and among all edge nodes. Hence, the preconditioners M1 and M2 are less prac-
tical in the implementational point of view than the preconditioner M3. But, the
spectral relationships shown in Theorem 4.2 and Theorem 4.3 play major roles in
analyzing the estimate of the condition number κ(M−1

3 Kη
rr) in Theorem 4.4.

5. NUMERICAL RESULTS

In this section, computational results are presented, which verify the theoretical
bounds estimated in previous sections and show the efficiency of the proposed
method as an iterative solver. We consider the exact solution

u(x, y, z) = sin(πx) sin(πy)z(1− z)

for the model problem
−∆u = f in Ω,

u = 0 on ∂Ω,

where Ω = (0, 1)3 is the unit cube. We use the conjugate gradient method with a
constant initial guess (λ0 ≡ 1). The stop criterion is the relative reduction of the
initial residual by a chosen TOL

‖rk‖2

‖r0‖2
≤ TOL,

where rk is the dual residual error on the k-th CG iteration. We detail later how
to choose TOL in an appropriate way. Here, discretization parameters h, H , and
Ns are used, which stand for the mesh size, the subdomain size, and the number
of subdomains, respectively. Through numerical tests, Ω is decomposed into Ns

cubic subdomains with Ns = 1/H × 1/H × 1/H . Each subdomain is partitioned
into H/h × H/h × H/h uniform cubic elements. Computational tests for the
proposed method are carried out in two cases with η = ηopt and η = ηbig, where
ηopt = 2 is an optimal value estimated in heuristic way while ηbig = 106 is chosen
to be large enough to show major characteristics of the proposed method. We also
test the FETI-DP method since the proposed method is considered as its variant.
Let us explain how to choose TOL’s used in CGM applied to the dual system. It is
noted that a dual residual rk can be rewritten as jump of the primal solution on the
interface (see Remark 4.1 in [16]). The larger a penalization parameter η is chosen,
the smaller an initial jump becomes since a penalty term in the proposed method
plays a role in reducing jump on the interface. Hence it is expected that TOLη0 ≤
TOLηopt ≤ TOLηbig

where TOLη0
, TOLηopt

, TOLηbig
are three TOLs used in the

cases with η = 0, ηopt, ηbig, respectively. In addition, each TOL needs to be taken
with paying attention to the conditioning property of an associated dual system. In
the FETI-DP formulation, the condition number of a dual problem is larger in the
case with a fully interior subdomain than in the case when all subdomains meet the
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TABLE 1. Convergence behavior

Ns
H
h

h
η = ηbig η = 0

‖u−uh‖2
‖u‖2 ratio ‖u−uh‖2

‖u‖2

23

4 1/8 2.6106e-2 - 2.6106e-2
8 1/16 6.4577e-3 0.2474 6.4577e-3

16 1/32 1.6101e-3 0.2493 1.6101e-3
32 1/64 4.0227e-4 0.2498 4.0227e-4

43
4 1/16 6.4577e-3 - 6.4577e-3
8 1/32 1.6101e-3 0.2493 1.6101e-3

16 1/64 4.0227e-4 0.2498 4.0227e-4

boundary ∂Ω. On the other hand, the proposed method with a large penalization
parameter has a constant condition number bound independently of the type of
domain decomposition into subdomains. Based on such observations from the two
viewpoints, in our computational tests, TOLη0

, TOLηopt
, TOLηbig

for Ns = 23 are
chosen as 10−10, 10−7, 10−6 while 10−11, 10−8, 10−6 for Ns = 43.

First, to see the convergence behavior, we show in Table 1 the relative errors
‖u−uh‖2
‖u‖2 estimated in L2-norm for several H and h. The O(h2) convergence is

observed in Table 1. In order to get rid of the bad effect of a large η on Kη
rr,

a preconditioner M3 was proposed in Sect. 4.3, which is optimal with respect to
η. It is confirmed in Table 2 that the influence of η on κ(Kη

rr) is completely re-
moved after adopting M3 and the esimated condition number κ(M−1

3 Kη
rr) grows

as O((H/h)2). Finally, we make a comparison between our proposed methods
with η = ηopt, ηbig and the well-known FETI-DP method from the viewpoint of
the conditioning of the related matrices Fη and F . Table 3 informs that in both
cases with η = ηopt, ηbig, the condition number κ(Fη) and the CG iteration num-
ber (iter. #) for convergence is bounded by a constant even if the mesh is refined
when keeping Ns constant. On the contrary, it is numerically confirmed that the
condition number in the FETI-DP grows nearly as O(H/h)k with k = 1, 2. In the
case with η = ηbig, the inner preconditioner M3 is used during CG iterations on
subdomain problems. The inner iter. # presented in Table 3 is the number of inner
CG iterations on subdomain problems.
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